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Abstract: Internal cavities, which are central to the biological functions of myoglobin, are exploited by
gaseous ligands (e.g., O2, NO, CO, etc.) to migrate inside the protein matrix. At present, it is not clear
whether the ligand makes its own way inside the protein or instead the internal cavities are an intrinsic
feature of myoglobin. To address this issue, standard molecular dynamics simulations were performed on
horse-heart met-myoglobin with no ligand migrating inside the protein matrix. To reveal intrinsic internal
pathways, the use of a statistical approach was applied to the cavity calculation, with special emphasis on
the major pathway from the distal pocket to Xe1. Our study points out the remarkable dynamical behavior
of Xe4, whose “breathing motions” may facilitate migration of ligands through the distal region. Additionally,
our results highlight a two-way path for a ligand to diffuse through the proximal region, possibly allowing
an alternative route in case Xe1 is occupied. Finally, our approach has led us to the identification of key
residues, such as leucines, that may work as switches between cavities.

Introduction

Myoglobin (Mb) is a relatively small globular metalloprotein
(153 residues) mostly found in heart and skeletal muscles of
humans and other animal species.1-4 Historically, Mb was the
first protein to be solved at atomic level.4 Because of its size,
Mb is often employed as a model system for larger and more
complex globular proteins.1-4 However, for a long time,
myoglobin has been considered as simply an oxygen storage
and transport system1-4 in which the entry/exit path is regulated
by the so-called “histidine gate”.5 While this process involves
direct migration through a single route to the heme binding site,
a more intricate picture has emerged from later studies6-10

showing that the gas molecule can migrate inside the protein
matrix through a complex network of cavities before or after

forming a bond with iron. This has led to the hypothesis that
the internal cavities may be crucial for the multiple biological
roles of myoglobin. For instance, it has been shown that this
protein can bind/store other small gas ligands (e.g., CO, NO,
Xe, etc.) and that Mb may have biological functions other than
that of oxygen transport.11-13 It is astonishing that one of the
most studied proteins in history can still provide surprises for
the scientific community.1-4,11,12

Although migration of ligands from the solvent to the interior
of the protein (and vice versa) is crucial for it to exert the
biological role,7,14-22 none of the more than 250 crystallographic
structures of Mb shows an obvious path connecting the external
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solvent to the protein interior.10,23 It has therefore been suggested
that thermal fluctuations can create a thick network of internal
voids connected by a dynamical pathway through which gaseous
ligands may migrate before reaching the solvent.3,7,10,14,18,19,22

In this regard, computer simulations represent the method of
choice for studying this idea since they provide atomic-level
information about protein thermal motions that may be difficult
to obtain with experiments. Recent improvements,24-31 have
allowed molecular dynamics (MD) simulations to be extensively
employed to study the migration of various ligands inside
myoglobin.14,19,20,23,31-34

In particular, Bossa et al.19 employed standard molecular
dynamics simulations to obtain details about the diffusion of
CO inside myoglobin, which suggested that protein fluctuations
may be influenced by the presence of the ligand, which opens/
closes the passage between adjacent cavities to promote its
diffusion. In an effort to reach a more statistical description of
this process, Onufriev and co-workers23 performed a large
number of simulations, and their results showed multiple paths
for CO to enter/exit the protein. In order to achieve a quantitative
free-energy description of these processes, other approaches have
been applied.14,31,32,34 For instance, Kato and co-workers34 used
metadynamics29 to reconstruct a free-energy surface for CO
migration, providing an overall picture that is in fair agreement
with previous work of some of the authors.31

In order to obtain a general description of ligand pathways,
Schulten and co-workers14,32 proposed an implicit-ligand sam-
pling method to study Mb and other members of the globin
superfamily. Notably, they confirmed the importance of thermal
motions for ligand migration through internal pathways, which
were found to be mainly dependent on the amino acid sequence
rather than on the secondary and tertiary structures. Moreover,
they suggested that the chemical nature of the ligand might affect
the free energies of cavity occupation.

In such an intricate scenario, the interesting picture emerges
that myoglobin can work as a cyclic microscopic engine,35 i.e.,
that the “breathing motions” of the internal cavities21 are capable
of pushing the ligand away from the heme binding site.
However, two main open points need to be addressed: (i) the
microscopic mechanism by which the protein regulates the
internal migration of ligands and (ii) the influence of the ligand
on the protein dynamics. These two issues raise the following
unsolved question: does the ligand open its own way inside the
protein, or is the dynamical path an intrinsic feature of
myoglobin, or could a combination of these two factors (i.e.,
both induced and intrinsic behavior) be involved?3,21

In this work, we performed standard MD simulations of horse-
heart met-myoglobin (h-MMb) with no ligand migrating inside
the protein in order to identify a possible intrinsic contribution
of the protein to ligand migration. This approach indeed ensures
that the observed motions are due neither to the presence of a
specific ligand (as necessary for some experiments; e.g., even
xenon, considered a neutral probe, can affect the myoglobin
structure)33 nor to a bias term of the theoretical method but
solely to spontaneous protein fluctuations. Since it is clear that
internal cavities are crucial for the biological function of
myoglobin, we focused our investigation on their structural and
dynamical properties. The use of a statistical approach guided
us to achieve an atomic-level comprehension of the intrinsic
mechanism underlying the dynamics of the network of cavities,
with special emphasis on the role of key residues in the ligand
migration process.

Computational Details

Molecular Dynamics. As in our previous studies,31,36 all-atom
MD simulations were performed with the ORAC program,37

employing the Amber95 force field38,39 and TIP3P40 for the protein
(and heme group) and water, respectively. Horse-heart met-
myoglobin (PDB code 1YMB at 1.90 Å)41 was solvated in an initial
orthorhombic water box with a side length of 70 Å and containing
6679 water molecules (∼23 000 atoms). In accordance with a
previously employed procedure,31 an initial slow heating from 10
to 250 K was carried out, after which a 60 ns state-of-the-art MD
simulation was performed on the NPT ensemble at 300 K and 1.0
bar. SPME (64 grid points and order 5 with the direct cutoff at
10.0 Å) was used to treat long-range electrostatic contributions in
combination with a multiple-time-steps algorithm.42 The initial 12
ns was rejected, and the last 48 ns was used for the analysis.

Cavity Calculation and Cluster Analysis. The VOIDOO
software43,44 was employed to calculate the internal cavities, defined
as those occupied by a spherical probe of radius 1.2 Å rolling on
a predefined grid with dimensions of 0.2 Å. After the position and
size of the internal cavities were roughly identified, a refinement
was carried out by employing an iterative procedure: the grid size
was progressively reduced until the volume Vi was found to be
equivalent to volume Vi-1 within a difference smaller than 1%. Such
calculations were performed on both the X-ray structure and those
obtained from the MD simulation. In the latter, structures were
saved every 5 ps for a total of 9600 different conformers
(corresponding to 48 ns). For each structure, the center of gravity
of each cavity was determined with respect to an internal coordinate
system centered on the heme group, along with its volume and the
atoms of the residues constituting it. We note that such a procedure,
carried out with as-fine-as-possible parameters, was the bottleneck
of our study, as it was much more computationally expensive than
the simulation itself. In order to provide a statistical description of
the cavity dynamics, a cluster analysis was then applied to the large
amount of data obtained from cavity calculation. This approach
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was applied to the positions of cavities found along the simulation
(9600 conformers), with an rmsd of 2.0 Å and minimum occurrence
of 10%. As discussed in the Results, each cluster had a peculiar
dynamical behavior that was carefully analyzed to determine (i)
which residues formed the cavity and (ii) which residues were
responsible for the contraction/expansion of its volume. Knowledge
of the residues forming adjacent cavities led us to determine which
atoms formed a passage, defined here as a gate. Subsequently, the
gate area was estimated as follows: (i) the center of gravity of the
atoms defining the gate was calculated; (ii) the mean gate-atom to
center-of-gravity distance (r) was calculated; (iii) the gate area was
approximated as the area of a circle with radius r; and (iv) the gate
area was calculated for the entire simulation and plotted as a
function of time. We are aware that the area calculated in this
manner is an approximation and that its absolute value has no
quantitative meaning. Nevertheless, a comparison of the gate areas
provides a qualitative indication of the probability for a ligand to
hop between adjacent cavities.45 This approach allowed us to gather
information about the mechanism of the network of dynamical
cavities as well as to reveal possible intrinsic ligand pathways.

Results

As described in Computational Details, a standard MD
simulation was performed for a total of 60 ns (of which the
initial 12 ns was rejected and the remaining 48 ns was analyzed)
using the crystallographic structure of h-MMb (PDB code
1YMB)41 as the starting configuration. In line with our previous
study,31 the overall structure was preserved during the simula-
tion: (i) the XRMS (the displacement of the whole protein from
the X-ray structure) was 1.23 Å on average [Figure S1 in the
Supporting Information (SI)], and (ii) the calculated thermal
fluctuations were in good agreement with the experimental
B-factors (Figure S2 in the SI) and close to the fluctuations
calculated for sperm-whale myoglobin.31

Clusters of cavities determined by the use of the cluster
analysis (see Computational Details) are defined hereinafter as
caVities or sites. Figure 1 displays all 23 cavities found inside
the protein matrix. For each of these, both the occurrence and
the mean volume were calculated; these values are displayed
in Figure 2 (cavities were labeled on the basis of their
occurrence).

In the first instance, we determined the position of the xenon
binding sites previously revealed by X-ray crystallography.10

For these, we followed the nomenclature of Tilton et al.10 (i.e.,
as found in sperm-whale met-myoglobin). The Xe cavities were
numbered from 1 to 4 depending on the occupancies (e.g., cavity
Xe1 is the most stable binding site for Xe).10

The occurrences of the Xe cavities were close to 100% (i.e.,
the Xe cavities were found in almost all of the computed
configurations) in all cases except that of Xe3, whose occurrence
was less than 40% (Figure 2). This finding is not surprising,
since it has been shown that Xe3 is an elusive cavity that in
some cases was not even found in the X-ray structures.46,47

In line with previous studies,14,19,31,32 several new sites were
also found that are not observed in the crystal structures but
have occurrences and/or volumes comparable (or even larger)

than those of the Xe cavities (Figures 1 and 2). Some of these
are close to the phantom voids reported previously,19 while
others appear in only a very few structures (e.g., cavities 10-23,
which had occurrences less than ∼30%). We define these as
transient cavities, consistent with the previously proposed
concepts of transient voids and transient pathways.20,23,32

Because of the large amount of data, this work focused only
on those cavities close to the heme region, i.e., the distal pocket
(DP), Xe4, Xe2, Xe1, and cavities 12, 17 and 21, which belong
to the major ligand pathway in myoglobin.3,8,21,34,35,46,48-50 The(45) Quantitative comparison of the gate areas and free-energy profile of

a ligand moving inside the protein is not trivial. However, the trend
of the average gate areas is in fair agreement with the activation free
energies of CO migration inside horse-heart myoglobin obtained by
Kato and co-workers34 (e.g., the smaller the gate area, the larger the
activation free energy, and vice versa).
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Figure 1. Myoglobin structure diplaying all of the cavities [large spheres;
the distal pocket (DP), Xe1-Xe4, 12, 17, and 21 cavities are labeled] as
well as all of the voids (small gray spheres) found using the VOIDOO
software.43,44

Figure 2. Occurrences and mean volumes of all 23 cavities found in the
myoglobin structure. Cavities are labeled on the basis of their occurrence,
e.g., cavity 1 occurred most and cavity 23 least. Cavities 10-23, whose
occurrences were less than ∼30%, were defined as transient cavities,
consistent with the previously proposed concepts of transient pathways and
voids.20,23,32
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mean volume (Table 1, Figure 2), the volume distribution,51,52

and the temporal evolution of the volume (Figure 3) for each
of these sites are described in detail. The dynamics of the
cavities will be discussed further in terms of expansion/
contraction and gate-area fluctuations45 (area vs time plots are
collected in Figure S3 in the SI), with special focus on those
residues having a significant role in these processes. Table 2
lists all of the studied gates and the corresponding constituting
atoms and mean areas.

Distal Region. This includes DP, Xe4, Xe2, and cavities 12
and 17 (Figure 1, Table 1). The dynamics of the entire region
is dominated by the peculiar behavior of Xe4 (Figures 4 and
5), which undergoes an outstanding expansion/contraction in a
stepwise manner; this stepwise process involves DP and cavity
12 as well. Detailed analysis of our data suggests that the Xe4
expansion/contraction is mainly regulated by the opening/closing
of the DP/Xe4 and Xe4/12 gates, which in turn is determined
by two amino acids, 29L and 69L, whose swinging motions
around the CR-C� bonds showed the most relevant trends
among all the monitored residues. In the following paragraphs,
the four-step Xe4 expansion/contraction mechanism is fully
described.

Step 1: Opening of the DP/Xe4 Gate. The Xe4 volume
increases from ∼40 Å3 to an intermediate value of ∼60 Å3

(Figure 4), mainly as a result of the opening of the DP/Xe4
gate, whose area increases by ∼30%. This in turn is caused by
rotation of 29L, i.e., the N-CR-C�-Cγ dihedral angle goes
from about -70 to -150° (Figure S4 in the SI).

Thus, 29L is the main residue responsible for the opening of
Xe4 toward the DP and also plays a role in the dynamics of
gate DP/17. Upon rotation, the 29L side chain comes closer to
64H, thereby causing the DP/17 gate to close (Figure 5). The
area fluctuations of the DP/17 and DP/Xe4 gates had a cross-
correlation coefficient of -0.65 (corresponding to a medium-
high anticorrelation),53 which suggests that 29L can act as a
switch for opening/closing of these two gates alternatively.

Step 2: Opening of the Xe4/12 Gate. As in the case of step 1,
rotation of a leucine affects the opening/closing mechanism of
a gate between two cavities. Here, the 69L N-CR-C�-Cγ
dihedral angle goes from about -70 to -140° (Figure S4 in
the SI), which is the main cause of the opening of the Xe4/12
gate, whose area increases by ∼25%. Once the dihedral angles

of both 29L and 69L reach their minimum values, Xe4
undergoes a further expansion, reaching a maximum volume
of ∼80 Å3. To this end, Xe4 is connected with the DP on one
side and is open toward cavity 12 on the other, forming an
outstanding channel that links these three cavities (Figure 5).
This behavior is mirrored by the dynamical evolution of the
Xe4 center of gravity, which shifts toward the DP and then
toward Xe2 upon rotation of 29L and 69L, respectively (Figure
S5 in the SI).

Interestingly, further analysis of the temporal evolution of
the dihedral angles of 29L and 69L showed that the motion of
these two amino acids is not completely independent, as the
cross-correlation of the dihedral angles was 0.5, a value
corresponding to a medium correlation.53

Step 3: Closure of the DP/Xe4 Gate. The mechanism of Xe4
cavity contraction mirrors that of the expansion. The Xe4
volume decreases from ∼80 to ∼60 Å3, mainly because of 29L,
which returns to its original value, thereby closing the Xe4/DP
gate and in turn opening the DP/17 gate.

Step 4: Closure of the Xe4/12 Gate. Leucine 69L returns to
its initial value, causing a further decrease in the Xe4 volume
to the original value of ∼40 Å3 via closure of the Xe4/12 gate
(Figure 5).

Importantly, the opened/closed states of the Xe4 cavity are
mirrored by the two distinct volume distributions shown in
Figure 3. We also must point out that the discussion of the Xe4
expansion/contraction mechanism focused on the first 24 ns of
the simulation. In the remainder, the Xe4 volume fluctuated
around the value of ∼45 Å3 until ∼40 ns, when another
expansion began (Figure 3).

In regard to the 12/Xe2 gate, it is interesting that its area is
mainly correlated with the torsion of another leucine, i.e., 72L
[with a minor contribution by 111I (see below)]. In particular,
when the 12/Xe2 gate area increases (by ∼30 and ∼60% in
two different simulation time ranges), cavity 12 doubles in size
(up to 50 Å3) and the Xe2 occurrence drastically decreases
(Figure S6 in the SI).

These data suggest a dynamical connection between Xe4 and
Xe2 mediated by cavity 12, which is one of those transient
cavities mentioned above. In other words, the volume of cavity
12 is swapped between Xe4 and Xe2, which means that this
cavity acts as a sort of Volume carrier that connects Xe4 and
Xe2 (Figure 6). This was observed only twice during the
simulation time (Figure S6 in the SI), suggesting that this
connection may be a bottleneck of the migration from the distal
region to the proximal region.

Proximal Region. This region is dominated by the dynamical
behavior of 138F and three spatially close leucines, namely,

(51) It is worth mentioning that the volume distribution of all the studied
cavities was found to be asymmetric, with a longer tail on the high-
volume side. It was found that a log-normal distribution gave the best
to fit these data (better than Gaussian-like functions). Indeed, previous
studies have strongly suggested that such behavior is often adopted
in nature (see, for instance, ref 52).

(52) Limpert, E.; Stahel, W. A.; Abbt, M. Bioscience 2001, 51, 341–352.
(53) Cohen, J. Statistical Power Analysis for the BehaVioral Sciences, 2nd

ed.; Lawrence Erlbaum Associates: Hillsdale, NJ, 1988.

Table 1. Mean Volumes and Constituting Residues of the Studied Cavities

cavity mean volume (Å3) residuesa

DP 65 29LI-32L-33FI-43FI-64HI-68VI-107IIII-heme
Xe1 65 89L-90A-93H-104L-138FIII-142I-146YIII-heme
Xe2 48 72L-104L-107IIII-108SIII-111I-135L-138FIII-139R-heme
Xe4 55 24HIII-25G-28V-29LI-65G-68VI-69LIII-107IIII-111I-heme
12 33 68VI-69LIII-72L-107IIII-111I-heme
17 20 29LI-33FI-43FI-46FI-60D-61LIII-64HI-65G
21 21 71AIV-72L-75I-86L-89L-138FIII

a Residues whose mutation is known to affect the kinetics of ligand diffusion inside the protein are rendered in bold. Superscripts refer to the
classification scheme of Schulten and coworkers:14 group I, distal pocket; group III, residues that line a constriction between adjacent cavities; group
IV, residues found on the periphery of the protein that point toward the external solvent. Residues in group II belong to regions that are not discussed
in this work.
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72L (helix E), 89L (helix F), and 104L (helix G), which point
toward the aromatic ring of 138F (Figure 7).54

In particular, both the Xe2/12 and Xe2/21 gates are mainly
regulated by 72L, whose dynamical behavior has been briefly
discussed above. 72L rotation (Cγ-C�-CR-C goes from ∼50
to ∼85°) causes the Xe2/12 gate area to increase by ∼20%. In
rare events, this motion is coupled with that of 111I (Cγ1-C�-
CR-N goes from ∼85 to ∼20°), leading to a further increase
up to 60%. As mentioned, 72L also influences the opening/
closing mechanism for the Xe2/21 gate. In particular, the gate

(54) Though it is beyond the focus of this work, we will briefly mention
that 135L regulates the gate between Xe2 and cavity 4, close to the
phantom cavities previously observed. This is consistent with previous
theoretical studies of ligand migration from the proximal region to
the phantom region via a bottleneck close to Xe2 (see, for instance,
refs 23 and 31).

Figure 3. Volume distributions51,52 and plots of volume (and occurrence)
vs time for all of the studied cavities. Volumes are depicted as dashed lines
and occurrences as vertical boxes.

Table 2. Mean Gate Areas45 and Constituting Residues (Atoms)

gate mean gate area (Å2) residuesa (atoms)

DP/17 30 29LI (Cγ-Cδ1-Cδ2)
33FI (Cε1-Cε2-C�)
64HI (Cδ2-Nε2)

DP/Xe4 33 29LI (Cγ-Cδ1-Cδ2)
68 VI (C�-Cγ1-Cγ2)
107IIII (Cδ)

Xe4/12 42 68 VI (C�-Cγ1)
69LIII (N-C�-Cγ-Cδ1-Cδ2)
107IIII (Cγ-Cδ)

12/Xe2 29 72L (Cδ2)
107IIII (Cγ2)
111I (Cδ1)
heme (CBB)

Xe2/Xe1 32 104L (Cγ-Cδ1-Cδ2)
138FIII (C�-Cε1-Cε2)
heme (CAB-CBB)

Xe2/21 22 72L (Cγ-Cδ1-Cδ2)
138FIII (C�-Cε1-Cε2)

Xe1/21 33 9L (Cγ-Cδ1-Cδ2)
138FIII (C�-Cε1-Cε2)
heme (CMB)

a Residues whose mutation is known to affect the kinetics of ligand
diffusion inside the protein are rendered in bold. Superscripts refer to
the classification scheme of Schulten and coworkers:14 group I, distal
pocket; group III, residues that line a constriction between adjacent
cavities; group IV, residues found on the periphery of the protein that
point toward the external solvent. Residues in group II belong to
regions that are not discussed in this work.

Figure 4. Xe4 volume as a function of time (the first 24 ns is shown).
Steps 1-4 are highlighted (see the text for further details).
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area correlates with the distance between the 72L methyl carbons
and the 138F aromatic ring: when this distance is at its minimum
(∼4 Å), the gate area is ∼18 Å2, whereas when this distance is
at its maximum (∼6 Å), the gate area is ∼26 Å2. It is worth
mentioning that the distances at the minima are consistent with
weak C-H · · ·π interactions.55-58 Studies based on ab initio
calculations are required to further investigate this point.

A similar scenario was observed for the Xe1/21 and Xe2/
Xe1 gate areas, which mainly depend on the distance from 138F
to the 89L and 104L methyl carbons, respectively. The cross-
correlation coefficients of these distances were calculated for
all the possible couples (Table S1 in the SI), and the only
significant anticorrelation (-0.77) found was between 138F-72L
and 138F-104L, i.e., when the Xe2/Xe1 gate area is at its
maximum, that of Xe2/21 is at its minimum value, and vice
versa. In addition, the Xe2/Xe1 gate area is typically larger than
that of Xe2/21, and cavity 21 is a void with a very low
occurrence. All of these findings suggest, in line with previous
studies,3,21,32,50 that the direct passage from Xe2 to Xe1 is the
most likely path. Since Xe1 is a preferential docking site for
binding of gaseous ligands3,10,33 and possibly is involved in
myoglobin biological functions such as NO scavenging, Xe1
may be occupied.12,13 Our results indicate that even if this
happens, a passage from Xe2 to cavity 21 is still available for
ligands to cross the proximal region, moving, for instance, from
the distal region to Xe3 (Figure 7).59

In regard to the dynamical behavior of the Xe1 volume,
analysis of its temporal evolution and gate areas confirmed that
the volume depends mainly on the opening/closing of the gates
connecting Xe1 to Xe2 and Xe1 to cavity 21 (Figure S7a,b in
the SI). Interestingly, we found that proper torsions of 142I
reduce the Xe1 cavity volume by rotating its side chain inside
the cavity, i.e., Cδ1 moves toward the center of gravity of the
cavity, thereby reducing its volume by ∼20% (Figure S7c). The
complex Xe1 dynamics, which depends on the 142I motions
as well as on Xe1/21 and Xe2/Xe1 fluctuations, is mirrored by
the two distinct volume distributions shown in Figure 3.

Discussion

We begin by remarking that the positions of the sites with
the highest occurrence were found to be in agreement with
previous studies reporting xenon10 and phantom cavities.19 In
further support of the validity of this study, a significant number
of key residues identified using our approach have been shown

(55) Wang, W.; Pitoňák, M.; Hobza, P. ChemPhysChem 2007, 8, 2107–
2111.

(56) Shibasaki, K.; Fujii, A.; Mikami, N.; Tsuzuki, S. J. Phys. Chem. A
2006, 110, 4397–4404.

(57) Brandl, M.; Weiss, M. S.; Jabs, A.; Suhnel, J.; Hilgenfeld, R. J. Mol.
Biol. 2001, 307, 357–377.

(58) Ran, J.; Wong, M. J. Phys. Chem. A 2006, 110, 9702–9709.
(59) Anselmi, M.; Dinola, A.; Amadei, A. Biophys. J. 2008, 94, 4277–

4281.

Figure 5. Xe4 contraction/expansion mechanism, illustrated by structures
and pictorial schemes of steps 1-4. Step 1: 29L rotates, the Xe4 volume
expands toward the DP, and the 17/DP gate closes. Step 2: 69L rotates, the
Xe4 volume expands toward cavity 12, and a channel connecting these
three cavities is formed. Step 3: 29L rotates back, the Xe4 volume decreases,
and the 17/DP gate opens. Step 4: 69L rotates back, the Xe4 volume returns
to its minimum value, and the gate with cavity 12 is closed.

Figure 6. Pictorial view of dynamical volume exchange between Xe4,
cavity 12, and Xe2: (i) Xe4 swallows cavity 12 volume; (ii) Xe4 releases
cavity 12 volume to Xe2.

Figure 7. (a) View of the 3D spatial arrangement of 72L, 89L, and 104L
around 138F in the proximal region of myoglobin. Color code: yellow, Xe1;
red, Xe2; blue, cavity 21. (b) Schematic diagram of the two-way path from
Xe2 to Xe1 and from Xe2 to 21.
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to be relevant to the protein functioning (Tables 1 and
2).3,8,14,22,48-50,60-63 For the sake of clarity, we have followed
the scheme of Schulten and co-workers,14 who used Huang and
Boxer’s experimental mutations60 to classify these residues into
four groups, depending on their effect and/or their position inside
the protein (Tables 1 and 2).

Implicit Path from the DP to Xe1. First, we will discuss the
delicate issue of the so-called “histidine gate”.5 Early experi-
mental studies based on X-ray data suggested a peculiar role
for 64H, whose twisting motion was indicated as the main one
responsible for the opening/closing mechanism of the “histidine
gate”. This would allow a ligand to reach the distal pocket and
eventually bind the iron center of the heme group. However,
this process is still matter of study, as no conclusive results
have been reported.9,20,23,35,64 For instance, while Bossa20

reported the spontaneous swinging of the distal histidine in Mb
on a 10-100 ns simulation time scale, Schulten’s shorter MD
simulations of sperm whale and horse Mb did not show this
phenomenon.32 Perhaps this is not surprising, as it has been
suggested that the “histidine gate” requires a complex motion
of the protein (e.g., involving helix E and the CD turn) that
may be completed on a time scale of hundreds nanoseconds.3

Nevertheless, thanks to the reconstruction of the implicit ligand
potential mean force maps, Schulten and co-workers were able
to unveil a possible ligand escape path from the DP.14,32 Our
simulations fit in this scenario well, as they do not show the
“histidine gate”65 but rather indicate that a ligand may enter/
exit the DP via a gating process regulated by rotation of 29L,
in which 64H plays only a minor role. In particular, our results
suggest that 29L is the residue mainly responsible for the DP/
17 connection, in line with several experimental studies showing
the following: (i) 29L acts as a physical barrier48 as the ligand
enters/exits the protein from the distal pocket; (ii) mutation of
29L can lead to significant changes in the overall binding kinetic
rate,8 inhibiting the ligand entrance inside the protein;50 and
(iii) mutations of 29L show stronger effects than mutations of
64H.8

Notably, our data add another intriguing feature to this
important residue. As shown in Figure 5, 29L has the peculiar
role of switch: it is capable of opening the DP/17 or DP/Xe4
gates exclusively (i.e., when the former is open, the latter is
closed, and vice versa). This is consistent with previous
experimental studies suggesting that geminate ligand recombi-
nation and thermal dissociation rates have an opposite correlation
with the size of the residue at the 29-position, confirming that
this residue plays a crucial role in both escape to the solvent
and migration inside the protein.8,35 More generally, experi-
mental mutations of residues that according to our calculations
belong to the DP/17 and DP/Xe4 gates are expected to affect
the recombination kinetics as well as the migration rate through
the protein matrix (Tables 1 and 2).14,60

Once the ligand enters Xe4, the expansion/contraction that
this site undergoes may facilitate the diffusive motion of the

ligand inside the protein matrix. In line with the recently
proposed concepts of myoglobin as a cyclic engine35 and the
breathing motions of internal cavities,21 we suggest that the Xe4
expansion/contraction may repeat during the protein dynamics,
as this process is mainly regulated by the two residues 29L and
69L. While longer simulations are needed to confirm beyond
doubt the exact sequence of the Xe4 opening/closing mecha-
nism, the most important finding is that 29L and 69L rotations
can regulate the DP/Xe4 and Xe/12 gates.

The Xe4 expansion/contraction revealed by our simulations
is also consistent with the findings of Kato and co-workers,34

who observed two different minima for Xe4, defined as Xe4(1),
which is closer to the DP, and Xe4(2), which is closer to Xe2.
In particular, our results suggest that a mediated connection may
occur between Xe4 and Xe2, which are separated by one of the
mentioned transient cavities: transient cavity 12 is first swal-
lowed by Xe4 and then released to Xe2, thereby acting as a
volume carrier linking these two Xe cavities (Figure 6). This
scenario perfectly matches previous theoretical findings sug-
gesting that Xe4-Xe2 passage is (i) the limiting step of the
migration process of CO inside horse-heart Mb34 and (ii) a
higher energy path for O2 inside horse-heart Mb.32

After entering the DP and crossing Xe4 and Xe2, the ligand
may move to the proximal region, where the most striking
feature observed in this work is the spatial arrangement of three
leucines around 138F (Figure 7). According to our results, this
3D network may also have a specific role. In particular, a ligand
coming from Xe2 may take one of two different paths: it may
either go directly to Xe1 (the most likely path) or use cavity 21
as an intermediate docking site to continue, for instance, to
Xe3.59 This two-way path is mainly regulated by 138F together
with both 72L and 104L, which account for the opening/closing
of the Xe2/21 and Xe2/Xe1 gates, respectively. Notably, the
role of 138F and 104L in the opening/closing mechanism of
the Xe2/Xe1 gate is supported by two experimental observations:
(i) mutation of 138F affects the internal migration rates14,60 of
gas ligands inside Mb (Tables 1 and 2), and (ii) L104T mutation
decreases the Xe1 volume and possibly closes the way to Xe2.66

In addition, these results can now explain why mutation of 71A,
which belongs to cavity 21, affects geminate rebinding rates
(Tables 1 and 2).14,60

Such an intriguing mechanism may be a crucial feature that
allows MB to exert the role of NO scavenger, for which a
sequential binding of two ligands, namely, O2 and NO, is
required.12,13,67,68 Indeed, it has been suggested that in many
heme proteins, such as myoglobins,12,13 truncated hemoglo-
bins,68 and nonsymbiotic hemoglobin AHb1,69 reaction of NO
may be achieved via ligand docking to Xe1. Even if this site is
occupied, our calculations show that there is an alternative path
available for the ligand to migrate through the proximal region,
for instance, to move from the distal region to Xe3.59

Role of Leucines. In agreement with Schulten’s findings that
leucines have the largest propensity to form O2 pathways, we
found at least one leucine in every gate between the studied

(60) Huang, X.; Boxer, S. G. Nat. Struct. Biol. 1994, 1, 226–229.
(61) Olson, J. S.; Mathews, A.; Rohlfs, R.; Springer, B.; Egeberg, K.; Sligar,

S.; Tame, J.; Renaud, J.; Nagai, K. Nature 1988, 336, 265–266.
(62) Springer, B.; Egeberg, K.; Sligar, S.; Rohlfs, R.; Mathews, A.; Olson,

J. S. J. Biol. Chem. 1989, 264, 3057–3060.
(63) Dantsker, D.; Roche, C.; Samuni, U.; Blouin, G.; Olson, J. S.;

Friedman, J. M. J. Biol. Chem. 2005, 280, 38740–38755.
(64) Scott, E. J. Biol. Chem. 2001, 276, 5177–5188.
(65) We cannot exclude the possibility that this result was obtained because

our model is based on a met-myoglobin. The water molecule bound
to the iron center of the heme group may influence the histidine gate.

(66) Brunori, M. Biophys. Chem. 2000, 86, 221–230.
(67) Brunori, M.; Giuffrè, A.; Nienhaus, K.; Nienhaus, G. U.; Scandurra,

F. M.; Vallone, B. Proc. Natl. Acad. Sci. U.S.A. 2005, 102, 8483–
8488.

(68) Bidon-Chanal, A.; Martı́, M. A.; Crespo, A.; Milani, M.; Orozco, M.;
Bolognesi, M.; Luque, F. J.; Estrin, D. A. Proteins: Struct., Funct.,
Bioinf. 2006, 64, 457–464.

(69) Abbruzzetti, S.; Grandi, E.; Bruno, S.; Faggiano, S.; Spyrakis, F.;
Mozzarelli, A.; Cacciatori, E.; Dominici, P.; Viappiani, C. J. Phys.
Chem. B 2007, 111, 12582–12590.
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cavities. For instance, 29L acts as a switch that exclusively
opens/closes the DP/17 and DP/Xe4 gates; 69L is mainly
responsible for functioning of the Xe4/12 gate; 72L was found
in the 12/Xe2 gate; and the Xe2/Xe1, Xe2/21, Xe1/21 gates
are regulated by a mechanism involving 104L, 72L, and 89L
(with a minor role) together with 138F.

Clearly, more simulations and experimental studies are needed
to prove beyond doubt that leucines can play the specific role
of switches between cavities. Nevertheless, it has been experi-
mentally shown that mutation of 68V and 107I (according to
our calculations, these residues belong to the DP/Xe4, Xe4/12,
and 12/Xe2 gates) to leucine significantly lowered the kinetic
barrier for the ligand migration, mainly because of the flexibility
of the isobutyl side chain rather than simply the size.49,70 Finally,
we calculated the conservation of the key leucines (i.e., 29L,
69L, 72L, 89L, 104L) across the myoglobin family using
BLAST71 (over 250 proteins). Interestingly, this equals ∼80%
on average, a value comparable to that for distal and proximal
histidines and significantly higher than the average conservation
of all 153 residues (∼67%).

Conclusions

In this work, molecular dynamics simulations of horse heart
met-myoglobin (with no migrating ligands inside the protein
matrix) were performed to unveil an intrinsic dynamic path for
ligands to migrate through the protein. Cavity calculations
coupled with cluster analysis allowed us to gather atomic-level
information about the dynamical network of cavities, thereby
determining the key residues that play a role in ligand migration.

Our results show an impressive behavior of the Xe4 cavity,
whose expansion/contraction may facilitate internal migration
of ligands through the distal region. Consistent with the recently
proposed concepts of cyclic engines and breathing motion of
internal cavities, we propose that the Xe4 mechanism repeats
during the protein thermal motions and is mainly controlled by
the two residues 29L and 69L. In particular, 29L regulates the
opening/closing of the 17/DP and DP/Xe4 gates and 69L the
opening/closing of the Xe4/12 gate. Other leucines, namely 72L,
89L (with a minor role), and 104L, together with 138F, regulate
the dynamical connections involving Xe1, Xe2, and cavity 21.
Our results show a two-way path for a ligand to diffuse through
the proximal region, possibly allowing an alternative route in
case Xe1 is occupied. This feature may be crucial for the
sequential binding of two gas molecules, as required for NO
scavenging.

All of these findings suggest the role of switch for leucines
in the connections between the cavities. Although further
evidence is required to confirm the active role of this residue
type in myoglobin (and perhaps in other proteins with similar

functions), the importance of leucines in Mb function has already
been shown by previous studies.32,48-50 Indeed, a search across
the Mb family carried out in this work confirmed that such
crucial leucines (i.e., 29L, 69L, 72L, 89L, and 104L) are well-
conserved over 250 analyzed sequences. Further simulations and
experimental studies are required to conclusively prove these
points, yet the intriguing hypothesis of leucines as switches
between cavities presented in this work is strongly based on
previous studies.

The novelty of our work is that we have been able to highlight
an intrinsic dynamical path for possible ligand migration through
the protein from the distal to the proximal region and to provide
a statistical description of the network of cavities, with a
particular focus on a relatively small number of residues that
play a role in this process. Knowledge of this intrinsic path,
i.e., the protein’s fingerprint, is the first step toward the
understanding the influence of (i) the ligand (and its chemical
nature), (ii) the primary structure, and (iii) the myoglobin form
(deoxy-, met-, oxy-) on the dynamics of the internal pathways.
Now that the key residues have been identified, a further step
is to investigate a way of controlling their motions, thereby
tuning the mechanism of Xe4 and the connections among Xe1,
Xe2, and the 21 cavity.

Finally, in light of the broad agreement achieved with
previous studies, the general conclusion of this work is that
cavity calculations coupled with cluster analysis may provide
great support to the investigation of internal voids inside proteins
and their fluctuations. This is of primary interest for the study
of all those proteins for which experimental data are not yet
available and whose function is based on an internal dynamical
pathway.
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